Introduction to the Mathematical Sciences
Statistics Notes

· Types of data

· Qualitative data – any information that can be captured that is not numerical in nature.

· Quantitative data – numerical data
· Units are very important – for a given variable, the data must all be in the same units before an analysis can be conducted or graphs can be made.

· Histogram
· Tools > Data Analysis > Histogram

· Changing bins

· Output options

· Pareto, Cumulative Percentage, Chart Output

· Histograms are to be used with quantitative data that has no classes associated with it.

· Bar chart

· Can be used with qualitative or quantitative data

· Classes are given or naturally exist with the data

· Measures of center of a distribution of data

· Sample Mean – commonly called the average.  The sample mean gives the center of mass of a distribution of data.  The mean can be calculated from quantitative data.  The mean cannot be calculated from qualitative data.

· Sample Median – the place in a distribution of data that corresponds to the 50th percentile.  In other words, 50% of the sample of data is less than the sample median and 50% of the sample of data is more than the sample median.  The median can be calculated from quantitative data.  The median cannot be calculated from qualitative data.

· Sample Mode – the most common value or values in a sample.  A sample of data can contain multiple modes.  The mode can be calculated from qualitative or quantitative data.

· Measures of spread or variability of a distribution of data

· Sample Range – Defined as the maximum (Max) value minus the minimum (Min) value: Sample Range = Max – Min.  The sample range gives the total amount of spread of a distribution of data.  The sample range is easy to compute but does not use all of the data in a data set (unless the data set is of size n = 2).  The sample range ignores all the data in a data set except the Max and the Min.

· Sample Standard Deviation – defined as 
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which is a complicated formula.  Remember that you can use Microsoft Excel to calculate a sample standard deviation.  The sample standard deviation is the preferred way to measure spread or variability in a distribution of data.  The sample standard deviation uses all the values in a distribution of data which is better than the sample range which only uses two values.  Remember that large values of the sample standard deviation correspond to more variability and small values correspond to less variability.  A value of zero (s=0) means there is no variability in the distribution of data.  This is only possible if each value in the data set is the same as all the others.
· Shapes of distributions of data.

· Symmetric: the data are symmetric about a vertical line down the center of the distribution of data.  If a data set has a symmetric shape then the sample mean equals the sample median.  If the data set is unimodal (one mode) then the sample mean, sample median, and sample mode are all equal.
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· Skewed right: the data has a longer tail to the right and has extreme values to the right.  If a data set has a skewed right shape then the sample mean is greater than the sample median and the sample median is greater than the sample mode. 
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· Skewed left: the data has a longer tail to the left and has extreme values to the left.  If a data set has a skewed left shape then the sample mean is less than the sample median and the sample median is less than the sample mode.
[image: image4.jpg]



(Histograms courtesy of http://pirate.shu.edu/~wachsmut/Teaching/MATH1101/Descriptives/box.html which is a website off the Seton Hall University website)

· The normal distribution

· The following histogram illustrates the shape of the normal distribution.  Many data sets have this general shape and so studying some properties of the normal distribution is useful.  Notice that there is a curve traced on the histogram that illustrates the shape of the normal distribution. [image: image5.jpg]



· The following are important properties of the normal distribution:

· The normal distribution is unimodal (one mode).

· The normal distribution is symmetric.

· The mean, median, and mode of the normal distribution are all in the middle of the distribution at the same location.

· The normal distribution has some interesting properties that are called the empirical rules.  They are as follows:

· 68% of the observations fall within 1 standard deviation of the mean.

· 95% of the observations fall within 2 standard deviations of the mean.
· 99.7% of the observations fall within 3 standard deviations of the mean.
· Example:  The distribution of heights of American women aged 18 to 24 is approximately normally distributed with mean 65.5 inches and standard deviation 2.5 inches. From the above rule, it follows that: 

· 68% of these American women have heights between 65.5 - 2.5 and 65.5 + 2.5 inches tall, or between 63 and 68 inches tall.
· 95% of these American women have heights between 65.5 - 2(2.5) and 65.5 + 2(2.5) inches tall, or between 60.5 and 70.5 inches tall.
· 99.7% of these American women have heights between 65.5 - 3(2.5) and 65.6 + 3(2.5) inches tall, or between 58 and 73 inches tall.
· Correlation is a measure of linear association.  The following graphs illustrate positive, negative, and no correlation.
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· Correlation can be quantified numerically by the Pearson Product Moment Sample Correlation Coefficient – usually just called the correlation coefficient or r.  The equation for calculating r is:
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· The correlation coefficient has the following properties:

· 
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· If r is negative it indicates a negative correlation in the data.

· If r is positive it indicates a positive correlation in the data.

· If r is close to zero it indicates no correlation or linear relationship in the data.
· Regression analysis

· Least squares is the preferred method of determining a line of best fit for sample of bivariate data points.  Bivariate means that each point is determined by an x value and a y value.

· The least squares method finds the line which minimizes the sum of the squared residuals where a residual = y value – predicted value.

· The least squares formulas for the slope and intercept are:
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· Good applets on the web for regression and correlation:

· This website allows the user to place points on a scatter plot then eyeball a line of best fit then have the computer compute the least squares line of best fit and the user can see the difference. http://bcs.whfreeman.com/ips4e/cat_010/applets/CorrelationRegression.html
· This is a good correlation applet, when it works!  http://www.stattucino.com/berrie/dsl/correlation.html
· This is the National Library of Virtual Manipulatives http://nlvm.usu.edu/en/nav/index.html
· This is a very good applet illustrating the method of least squares and a couple other methods http://standards.nctm.org/document/eexamples/chap7/7.4/index.htm#applet
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